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The High Availability Mantra Revisited  

Amazon Data Centers (built to Tier 4 standards and with an expected availability of 99.995%) had two 
outages in 2012 ς each over 3 hours!  

Å Tier 3/Tier 4 just defined by hardware redundancies 

Å Glaring gaps in operating procedures to prevent fatal human errors 

Å Lack of purpose-built BCP software to predict failures 

Å Lack of chain of custody to detect root cause 

 

 
 

 

  Availability %   Downtime per year   Downtime per month*   Downtime per week 

  99% ("two nines")   3.65 days   7.20 hours   1.68 hours 

  99.5%   1.83 days   3.60 hours   50.4 minutes 
  99.8%   17.52 hours   86.23 minutes   20.16 minutes 

  99.9% ("three nines")   8.76 hours   43.8 minutes   10.1 minutes 

  99.95%   4.38 hours   21.56 minutes   5.04 minutes 

  99.99% ("four nines")   52.56 minutes   4.32 minutes   1.01 minutes 

  99.999% ("five nines")   5.26 minutes   25.9 seconds   6.05 seconds 

  99.9999% ("six nines")   31.5 seconds   2.59 seconds   0.605 seconds 

  99.99999% ("seven nines")   3.15 seconds   0.259 seconds   0.0605 seconds 
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Did You Know? 

90% of DC Failures Are From Common Preventable Causes 
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Did You Know? 

   Average Failure of an Online System: 36 hours per annum.  
¢ƘŀǘΩǎ ƻƴƭȅ ффΦс҈ ¦ǇǘƛƳŜ 
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Did You Know? 

75% of Businesses Without a BC Plan Fail Within 3 Years after a Major 
Disruption in their IT Systems 
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Anatomy of a DCIM Software: GFS Crane 
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Improves Availability: Predictability, Visibility & Change Tracking  

 
Ç Advanced Alarm Management and analytics helps in failure 
predictability, faster turn-around-time, improved availability and SLA 
Ç Consolidation of alarms from different facilities helps in centralized 
monitoring 

 
ÇImproved visibility of the power chain and the relationships among 
critical components of the infrastructure helps in better impact analysis of 
device malfunction or failure and doing RCA 

 
Ç Change Tracking in the data center environment helps in doing impact 
analysis of any change and root cause analysis of any outage occurring due 
to a change 

 
 
 

Predictive 
Analytics 

Visibility from 
Power Chain 

Change Tracking 
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Improves Availability: Predictability from Proactive Alarms  

Proactive Real-time alarms 
 
Ç Alarms on power, PUE and environmental 
conditions like temperature, humidity, smoke, 
fire, WLD, door-open and motion 
Ç Alarms can be sent on e-mail & SMS 

Alarm Dashboard 
 
Ç Alarms from multiple data centers are 
consolidated on a dashboard 
Ç Analysis on alarms based on severity, type, 
source, duration etc. 

Advanced Alarm Management helps in failure 
predictability, faster turn-around-time, 
improved availability & SLA compliance 
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Improves Availability: Visibility from Power Chain  

Maps relationships among critical 
components of electrical infrastructure 
 
Ç Create power chain for electrical infrastructure 
Ç Map asset relationships and redundancies 
starting from power source to customers and 
applications 

Asset Relationship Mapping 

Improved visibility of the power chain and 
relationships among critical components of 

the infrastructure help in better impact 
analysis of device malfunction or failure 

and doing root cause analysis 
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Improves Availability: Change Tracking  

Ç Maintains an audit trail for all 
Installation/Move/Add/Change activity in 
the data center 
Ç Integration with existing ITSM tool 
enables running the tracked changes 
through a workflow system for change 
approvals 

Audit Trail of DC Configuration Changes 

Tracking changes in the data center environment helps in doing impact analysis 
of any change and root cause analysis of any outage occurring due to a change 
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Reduces Cost: Capex & Opex 

 
 
ÇBetter visibility helps discovering under-utilized computing capacities 
-> defers capex purchases 
ÇBetter visibility helps avoiding stranded capacities on rack space & 
power use: maximizes utilization of available capacities 

 
Ç Better monitoring & analytics reduces operating cost on power 
Ç Automation of processes like Asset Tracking, Provisioning & 
Monitoring improves productivity 
Ç Rationalizing asset base helps in lower maintenance costs like 
equipment AMC 

 

Reduces Capex 

Reduces Opex  
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Reduces CapEx: Monitoring IT Utilization  

Visibility of hidden compute capacity 
 
Ç Calculates the average utilization of all 
computing devices in the data center 
Ç Identifies the unused compute capacity 

Under-utilized servers can be repurposed 
 
Ç Based on power consumption & utilization 
ǇŀǘǘŜǊƴǎΣ ƘŀǊŘǿŀǊŜ ǎǇŜŎǎ ŀƴŘ ŀƎŜΣ ΨwŜǇǳǊǇƻǎŜ 
/ŀƴŘƛŘŀǘŜǎΩ ŀǊŜ ƛŘŜƴǘƛŦƛŜŘ ǘƘŀǘ ƘŜƭǇǎ ƛƴ ŘŜŦŜǊǊƛƴƎ 
new server hardware purchase   

Hidden Computing Capacity 

Repurpose Hardware 

 
Discovery of hidden compute capacity defers 
capital investment on new server hardware and 
software licenses 
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Reduces Capex: Minimizing Stranded Capacities   

Visibility of consumed power against max 
capacity in a rack 
 
Ç Provides real-time information on actual IT 
load in a rack 
Ç Provides maximum power capacity 
Ç Provides available power capacity 

Visibility of occupied rack space against 
max available space 
 
Ç Provides real-time information on occupied 
space in the rack in RU 
Ç Provides maximum space capacity 
Ç Provides available space capacity 

Hidden Power Capacity 

Hidden Space Capacity 


