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QThe High-Availability Mantra. Revisited

Availability % Downtime per year Downtime per month* Downtime per week
99% ("two nines") 3.65days 7.20hours 1.68hours

99.%% 1.83days 3.60hours 50.4minutes

99.8% 17.52hours 86.23minutes 20.16minutes
99.%% ("three nines") 8.76hours 43.8minutes 10.1minutes
99.9%% 4.38hours 21.56minutes 5.04minutes
99.9%9% (“four nines") 52.56minutes 4.32minutes 1.01minutes
99.999% ("five nines") 5.26minutes 25.9seconds 6.05seconds
99.999% ("six nines") 31.5seconds 2.59seconds 0.605seconds
99.9999% ("seven nines") | 3.15seconds 0.259seconds 0.0605seconds

AmazonData Centers(built to Tier 4 standardsand with an expectedavailabilityof 99.995%) had two
outagesin 2012¢ eachover3 hours!

Tier3/Tier 4 just definedby hardwareredundancies

Glaring gaps in operating procedures to prevent fatal human errors

Lack of purposduilt BCP software to predict failures

Lack of chain of custody to detect root cause

3{GF5 greenf?eﬁ'

Crane software

3



0 Did You Know?

rPlanning for the Worst

Take a look at a few
startling facts directly
related to eBay’s core
business which highlight
that point.

® When organizations lose

computer data in a
disaster, 50% never
regain it and 60 to 90%
go out of business
within two years

90% of computer
outages result from
fairly ordinary root
causes: power failures,
water-pipe leaks, loose
cables and basic user
mistakes

GFs

Crane

90% of DC Failures Are From Common Preventable Causes
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0 Did You Know?

’Planning for the Worst l |ebY PayPal 7 gsicommerc

Take a look at a few
startling facts directly
related to eBay’s core
business which highlight
that point.

® Online systems, in
general, fail an average
of nine times per year,
with an average
downtime of four hours
per failure

In the U.S. alone, over
200 telecommunications

cables are cut every day

’ 1 &-——_——-’ ]’ 4 Back ][ Restart ” Pause ” Next » ‘

Average Failure of an Online System: 36 hours per annum.
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0 Did You Know?

rPlanning for the Worst ] I::bY PayPal #: g commence

In the aftermath of a business disruption or any type of disaster, whatever its size, a
company can respond in one of two ways:

BC Plans also afford these benefits:

®* Minimize decision-making during a
disastrous event

Minimize legal liability

Minimize insurance premiums

Reduce reliance on certain key
individuals

75% of Businesses Without a BC Plan Fail Within 3 Years after a Ma

¥ Disruption in their IT Systems
(GFS greenfie &d
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0 Anatomy of a DCIM Software: GFS Crane
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€ Improves AvailabilityPredictability, Visibility & Change Tracki

C Advanced Alarm Management and analytics helps in failure \
predictability, faster turraroundtime, improved availability and SLA

C Consolidation of alarms from different facilities helps in centralized
monitoring

-

Predictive
Analytics

Visibility from C Improved visibility of the power chain and the relationships among
Power Chain critical components of the infrastructure helps in better impact analysis |of
device malfunction or failure and doing RCA

: C Change Tracking in the data center environment helps in doing impact
Change Tracking ,naysis of any change and root cause analysis of any outage occurring due
to a change

B{GFS greenfield
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0 Improves AvailabilityPredictability from Proactive Alarms

Setiings | About | Readme | Logout

greenM %FSG],)C

software Crane
2l i S e
Welcome: CraneDC Admin | 04-Mav-2013 1146
Admin | Manage | Anahtics | Reports | Policies | Alarms |

» Availability » Details » Recovery » Dashboard

Alarms Availability
Fiter Detais | Clear All Fters | | (= Print | [3] Export | 2] Refresh | Auto RefreshTime (seck | 30 Start

R... Datacenter . Avallabilty Status  Alarms Level  Alarms Level Description AlarmsType  SensorName Vale  Units Alarms Time. Alarms Staus  Operation

1 GFSBANGALORE Available RDUS ALARM LOW WARNING ~Temperal . SerialT40  19.63 degC 220412013 07:10am OPEN "
2 GFSBANGALORE Available Hormal  RDUS ALARM RECOVERY Temperat.. SerialT4) 2269 degC 2210412043 07-A0am OPEN =
3 GFSBANGALORE RDUS ALARM HIGH WARNING  Humidity SerialH4  59.60  %RH  22/04/201307:50am OPEN [}
4 GFSBANGALORE Available Critical ~ RDUS ALARM HIGH CRITICAL  Humidity SerialH410 6269  %RH  23/04/201307:22am OPEN v
5 GFSBANGALORE Available Critical ~ RDUS ALARM LOW CRITICAL Temperat.. SerialT410 1632 degC 2310412013 08:02am OPEN =
6 GFS CHINA Available RDUS ALARM HIGH WARNING  Humidity SerialH52 2758  %RH 220042013 07:12am OPEN [}
7 GFSCHINA Available Hormal  RDUS ALARM RECOVERY Humidity SeriaHS2 5126  %RH  22/04/2013 07:12am WP =
& GFSCHINA ROUS ALARM LOW WARNING ~ Temperature  SerialfS2 1885  degC 220412013 08:02am WP [}
9 GFSCHINA RDUS ALARM LOV WARNING  Humidity SeraH152 4688  %RH  23/04/2013 08:06am WP =
10 GFS EUROPE Available Criical ~ RDUS ALARM HIGH CRITICAL  Temperafure  SerialT45  27.56  degC  22/04/2013 07:14am WP [
11 GFS EURDPE RDUS ALARM HIGH WARNING  Humidity SeraH4s 5968 %RH  22/04/2013 07:1%am WP [
12 GFS EURDPE RDUS ALARM HIGH WARNING  Temperature  SerialTe 2696  degC  23/04/2013 07:52am WP Z
13 GFS KOLKATA Available Criical  RDUS ALARM LOW CRITICAL  Humidity Seria1 435 %RH  22/04/2013 07:02am close  [3
14 GFS KOLKATA RDUS ALARM LOW WARNING  Temperature  SerialT1 2051  degC 2200412013 07:03am CLosE  [3
15 GFS KOLKATA Available Normal  RDUS ALARM RECOVERY Humidity SerialH1 5256 %RH  22/04/2013 07:02am WP [

<[ [ ] »
Copyright @ 2010-13 GreenField Software Pvt Ltd. Al rights reserved
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| Admin | Manage | Analtics | Repots | Policies | Alarms |

[» Availabiity » Details » Recovery » Dashboard

Alarms Level Dashboard for the period from for the period from 06/ 3 T / 3
06/05/2013 To 06/05/2013

7
B 67
157 s
2 4]
Aarms © A 4
61 2}
3 1}

B:z ol = -

GFS GFS KOLKATA GFS BANGALORE GFS CHINA GFS EUROPE GFSUSA

M critical 1 warning [l Normal M critical '8 warning [l Normal

Alarms OPDC Dashboard for the period from 06/05/2013 To 06/05/2013 OPDC health for the period from 06/05/2013

Fiter Details | Clear Al Fiters | | (2 Print | [%] export | [Z]Refresh | Auto Time (sec) Start JoSolooiond
R... | Datacenter « Alarms Criical | Alarms Warning  Alarms Normal
1| GFS BANGALORE 3 3
2| GFSCHINA 2 3 5 ( 1 7
3| GFSEUROPE 2 2
4| GFS KOLKATA 8 3
g Gretsa 2 2 M critical "l Warning Il Normal

Copyright © 2010-13 GreenField Software Pt Ltd. All rights reserved.
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Proactive Reatime alarms

C Alarms on power, PUE and environmental
conditions like temperature, humidity, smoke,
fire, WLD, dootopen and motion

C Alarms can be sent on-mail & SMS

a: N

Alarm Dashboard

C Alarms from multiple data centers are
consolidated on a dashboard

C Analysis on alarms based on severity, type,
source, duration etc.

\_ /

Advanced Alarm Management helps in failure
predictability, fasteturn-aroundtime,
improvedavailability &SLA compliance
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0 Improves Availabilityisibility from Power Chain
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' C Create power chain for electrical infrastructure

RACK-H1
RACK-H2
RACK-H3

RACK-H4

RACK-H5

FL_PDU_DC1

RACK-COM1
RACK-COM2

Asset Relationship Mapping

~

Maps relationships among critical
components of electrical infrastructure

C Map asset relationships and redundancies
starting from power source to customers and
applications

\_ /

Improved visibility of the power chaand
relationships among critical components of
the infrastructurehelpin better impact
analysis of device malfunction or failure
and doingroot cause analysis

s
\fGFS

Crane

greenfie!d

software
10



0 Improves AvailabilityChange Tracking

Audit Trail of DC Configuration Changes

0
X o | oo B TS
softare Crane™ C Maintains an audit trail for all
Installation/Move/Add/Changeactivity in
Datacenter Configuration Change Log for GFS the d atacenter
Change Lo » C Integration with existing ITSM tool
1:24:38 PM: Rack: NCRO0O1 added at J§ .
1:24:59 PM - Rack: NCRO0OT is moved from J& to K8 ena‘bles runnlng the tra‘Cked Changes
1:25.7 PM - Cooling: NCMOOO1 added at K9 through a workflow SyStem for Change
1:25:22 PM - UPS: NCMUOS1 added at K10 Qpprovals /

Tracking changes in the data center environment helps in doing impact analysis
of any change and root cause analysis of any outage occurring due to a change
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0 Reduces CosCapex &Opex

-

Reduces Capex

Reducepex

\_

~

C Better visibility helps discovering undetilized computing capacities
-> defers capex purchases

C Better visibility helps avoiding stranded capacities on rack space &
power use: maximizes utilization of available capacities

C Better monitoring & analytics reduces operating cost on power
C Automation of processes like Asset Tracking, Provisioning &
Monitoring improves productivity

C Rationalizing asset base helps in lower maintenance costs like

equipment AMC /

~

Crang
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0 Reduce<apExMonitoring IT Utilization
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Hidden Computing Capacity

Trend View of Altiris for 01-Mar-2014

CPU Utilization
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Power Consumption

\

Visibility of hidden compute capacity

C Calculates the average utilization of all
» computing devices in the data center
C ldentifies the unused compute capacity

Repurpose Hardware
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C Based on power consumption & utilization

o

Host Name «| Device Type .| Power Savings in kWh «| Cost Savings in INR
ac Server 77283 850113  +
ANKUR-GFS Server 509.46 560408 |-
SKYKOLLAP40 Server 120.06 132066 ;
senver Server 877.65 965415 _

l

1

I

_ it | Provious |1 Noxt | Last

Underutilized servers can be repurposed

LI GSNyas KINRgFNBE aLi$soa
I FYRARIFIU0SEAQ NBE ARSYUGATA
\ new server hardware purchase /

Discoveryof hidden computecapacitydefers
capital investment on new server hardware and

software licenses
greenﬁeld
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0 Reduces Capex: Minimizing Stranded Capacities

Hidden Power Capacity

Visibility of consumed power against max
capacity in a rack

» C Provides reatime information on actual IT
load in a rack

C Provides maximum power capacity

k(; Provides available power capacity /

Hidden Space Capacity

Visibility of occupied rack space against
max available space

# C Provides reakime information on occupied
space in the rack in RU
C Provides maximum space capacity

&Q Provides available space capacity /
GES eenﬁe!d
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